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Abstract

Today, almost everyone is connected to the Internet and uses different Cloud solutions to store, deliver and process data. Cloud computing assembles large networks of virtualized services such as hardware and software resources. The new era in which ICT penetrated almost all domains (healthcare, aged-care, social assistance, surveillance, education etc.) creates the need of new multimedia content-driven applications. These applications generate huge amount of data, require gathering, processing and then aggregation in a fault-tolerant, reliable and secure heterogeneous distributed system created by a mixture of Cloud systems (public/private), mobile devices networks, desktop-based clusters, etc. In this context dynamic resource provisioning for Big Data application scheduling became a challenge in modern systems. We proposed a resource-aware hybrid scheduling algorithm for different type of application: batch jobs and workflows. The proposed algorithm considers hierarchical clustering of the available resources into groups in the allocation phase. Task execution is performed in two phases: in the first, tasks are assigned to groups of resources and in the second phase, a classical scheduling algorithm is used for each group of resources. The proposed algorithm is suitable for Heterogeneous Distributed Computing, especially for modern High-Performance Computing (HPC) systems in which applications are modelled with various requirements (both IO and computational intensive), with accent on data from multimedia applications. We evaluate their performance in a realistic setting of CloudSim tool with respect to load-balancing, cost savings, dependency assurance for workflows and computational efficiency, and investigate the computing methods of these performance metrics at runtime.
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1. Introduction

We are surrounded by multimedia devices, whether they are sources (smart-phones, cameras, drones) or devices that display multimedia information (computers, tablets, smart-phones,
TVs), and also by new multimedia content-driven applications, needed in various domains (scientific research, education, healthcare etc.). A massive amount of heterogeneous data (video, audio, photos), organized in different formats, is created and requires gathering, processing and then aggregation in a fault-tolerant, reliable and secure heterogeneous distributed system. Different Cloud solutions are used to store, deliver and process this data. Heterogeneous distributed systems (HDC) may be created as a mixture of Cloud systems (public or private), mobile devices networks, desktop-based clusters etc., and are able to handle the current challenges in managing large heterogeneous data sets in a limited amount of time [1]. In this context, dynamic resource provisioning for Big Data application scheduling became a challenge in modern High-Performance Computing (HPC) systems [2, 3]. Unfortunately, most existing scheduling algorithms for tasks with dependencies in HDC systems do not consider reliability requirements of inter-dependent tasks and many times the execution fails because the tasks are allocated to unsuitable resources [4].

Modern HPC systems should be able to face variable demand loads in an efficient way when referring to the resources utilization [5] (use the minimum number of resources) or SLA achievement. A resource provisioning mechanism is an important element that should be used to manage utilization of available resources and to detect if there has been reached peak demand at a certain moment and the system should be extended by requesting additional resources (from a private Cloud for example), or if the system could be shrunk because there are just few requests and check if the QoS requirements of current applications will be still met [6].

Scheduling is a key problem in the context of Cloud computing, virtualization and Big Data because scheduling techniques also have to evolve along with HPC systems. Classic schedulers have been built for batch, homogeneous environments, having a static internal behavior with no or very few changes in the resources structure. The emergent modern systems are defined by highly heterogeneous environments with variable structure - new resources may be added if needed and removed when the work load decreases (on demand provisioning). The distributed computations as a divisible load scheduling problem for MapReduce is another new approach [7]. In this approach, a divisible load model of the computation, and two load partitioning algorithms are proposed. Novel scheduling approaches have to monitor the system structure and adjust the planning according to the real-time situation. This will also provide increased fault-tolerance because changes are always expected (either planned or not).

A workflow [8], [9] describes the automation of a process, be it a business, scientific or general process and the set of rules (dependencies). In other words, workflows represent sets of elementary tasks and their dependencies, required for more complex purposes. So, the workflows are described by a DAG having nodes for each task and edges for each dependency. According with [10] the workflow execution should respond dynamically to interference of real-time monitoring and real-time execution, to support the experimentation process in HPC and in Big Data platforms. So, efficient scheduling of concurrent workflows becomes an important issue in HDC environments [11].

In this paper we present an extension of HySARC$^2$ scheduling algorithm for dependent tasks scheduling. The algorithm was introduced in [12] as a scheduling algorithm that improves workload on the resources available into the Cloud and satisfies tasks requirements. The HySARC$^2$ algorithm has three parts: (i) Analyze the available resources and group them into clusters (resource aware algorithm); (ii) Provision different groups of similar tasks to different clusters of resources; and (iii) Schedule the tasks in each cluster of resources. The initial version of HySARC$^2$ was applied for Bag-of-Tasks applications such as data mining algorithms or Monte Carlo simulations, having both IO and computational intensive phases. We extend the HySARC$^2$ applica-
bility to applications modelled with workflows. We considered Modified Critical Path or Earliest Time First algorithms in our hybrid approach. The proposed scheduling algorithm allows a more efficient and exact structure of resources, because the tasks are classified before the scheduling phase and assigned to suitable groups of resources.

Our contributions in this paper can be summarized as following:

- First, we proposed a hybrid approach for tasks scheduling in HDC considering both tasks and resources clustering. We acknowledge that there is no solutions that could fit all kinds of tasks models. Therefore, our scheduling strategy is based on using different scheduling strategies, selected by taking into consideration both the heterogeneity of computing resources, and application tasks and/or flows. The effectiveness of the utilization of the computing resources is determined by the efficiency of the allocation strategy of the resources.

- We provided a model for adaptive and dynamic clustering considering the abstract modelling of HDC resources. The “distance” computed in this model highlights the similarity between resources, so we can group the resources in clusters and then use the formed clusters in HySARC\(^2\) algorithm.

- We extended CloudSim [13] to consider this approach and we integrate four scheduling strategies: two for independent tasks (Earliest Deadline First and Shortest Job First) and two for DAG scheduling (Modified Critical Path and Earliest Time First).

The structure of the paper is the following. In Section 2 we analyze some existing scheduling solutions in the related work. Section 3 describes in detail the proposed approach: architecture, clustering and scheduling algorithms and the extensions for workflows. We analyze the total execution time and scalability in Section 4 as experimental methodology. Section 5 presents the integration in real Cloud platforms of our solution and in the last part, Section 6, are presented the conclusions and future research work.

2. Related Work

The goal of HySARC\(^2\) is to improve scheduling in a given Cloud environment, using adequate resources to satisfy both user requirements and service provider’s interests, achieved by clustering and resource labelling. Therefore, topics of interest for this paper are clustering, resource provisioning, hybrid scheduling and algorithms for scheduling different types of tasks.

Cloud service providers are interested in optimizing available resources, in order to being able to satisfy as many user requirements as possible and as a result improving the profit. Efficient energy management is a challenging research issue in resource management in Cloud [14][15]. The HySARC\(^2\) algorithm aims at efficient resource utilization: tasks assigned to suitable resources, having as effect energy saving because inadequate resources could be put in a hibernate state, in the limits of the Service Level Agreement (SLA) [16, 17]. We will describe several solutions that take into consideration the resource allocation.

A Resource Aware Scheduling Algorithm which leverages two existing task scheduling algorithms, Min-min and Max-min, is described in [18]. Both algorithms use an estimation of tasks completion time and resource execution time. The presented algorithm alternates the two algorithms depending on input tasks.
An important feature for scheduling algorithms is to have a dynamic behavior according to real environment evolution. Such an algorithm is described in [19]. The algorithm is suitable for arbitrary constraints tasks, their dependencies may be organized as a graph, having as nodes the tasks and as edges the constraints. It consists in two parts: an initial scheduling phase and a re-scheduling phase, in which tasks are separated in entry tasks and inner tasks, based on dependency of failing tasks. Depending on the type the node that fails, there may be used different scheduling algorithms: Highest Level First with Estimated Times, Modified Critical Path or Earliest Time First.

In [20] an algorithm having good results on the compromise cost-execution time is presented. The tests showed that the cost may descend with over 15% while the execution time satisfies users’ requirements or the execution time may be shorter with average 20% and the costs would remain almost the same. The main steps of the algorithm are: (i) Reschedule tasks from previous rounds with highest priority; (ii) Compute tasks sub-deadlines: the latest completion time that cannot be exceeded; (iii) Compute execution time and cost for each task on each resource; (iv) Each task is distributed to the resource with lowest execution time and lowest cost; (v) Allow the user to view a graph with the relation time-cost and to choose desired compromise; (vi) Repeat for next scheduling round.

A heuristic genetic approach is described in [21] and [22], with a slight improvement of execution time. The proposed algorithm generates an initial schedule for tasks using a heuristic algorithm such as Min-min (described above in [18]); computes parameters such as make span for the generated allocation; select nodes (scheduled resources) and uses traditional genetic techniques to get the best population. Another strategy used as optimization method is co-allocation. Co-allocation provides a schedule for tasks with dependencies, having as main purpose the efficiency of the schedule, in terms of load balancing and minimum time for the execution of the tasks [23].

[24] describes Aneka’s deadline based algorithm for provisioning resources. Aneka is a cloud application platform that uses various resources, ranging from public cloud to desktops grids. The presented algorithm supports QoS-aware execution in hybrid clouds [25], with an emphasis on scientific applications. Its authors also present results from running the algorithm in a real hybrid cloud, with applications that only require a small amount of data. The algorithm reduces the application execution times and reveals the need for historical information regarding previous executions of the application to be scheduled.

The authors of paper [26] present an algorithm for handling DAG type of tasks named ICPDP (Improved Critical Path using Descendant Prediction). The paper first presents and analyzes heuristics for scheduling tasks with dependencies in the form of a DAG, for several applications with different requirements in terms of computing time and resources. The proposed algorithm is integrated in the DIOGENES project and experimental results have been derived from that, showing the improvement that ICPDP brings to DAG scheduling. Furthermore, based on directed acyclic graph (DAG) in [4] is proposed a reliability-aware scheduling algorithm for precedence constrained tasks, which can achieve high quality of reliability for applications.

In [27] is presented an energy-aware scheduling system based on heuristics, aiming to compute optimal solutions in terms of balance between make span and energy efficiency. The problem is formulated as a multi-objective optimization, for both performance and energy. The authors target heterogeneous parallel systems and use real consumption to develop their heuristics. Changing several parameters in their configuration, the proposed solution managed a notable reduction of energy consumption, while slightly increasing the make span as well.

As opposed to the previous paper, who analyzed scheduling on the workflow type of applica-
tion, [28] analyzes scheduling of batch jobs. Batch machines are specialized on jobs belonging to a certain family and can process a number of those jobs simultaneously. The authors use a mathematical model and use repositioning of whole batches as opposed to singular jobs. This technique gave better results than the best overall heuristic algorithm.

SLA based scheduling has been a challenge for Cloud platforms. In [29] is described a SLA-aware PaaS Cloud platform called Cloudcompass, aimed at providing high-level metrics and closer to end-user perception. The platform also provides a framework that enables corrections of QoS violations, using elasticity. It manages the complete resource lifecycle, being able to sustain heterogeneous utilization patterns. The simulations show that Cloudcompass can achieve minimum cost and maximum efficiency for several workload profiles tested.

There are several scheduling algorithms and strategies adopted in private Clouds. The scheduling in OpenStack [30] framework is accomplished by the nova-scheduler. The main scheduling phases in the process are: 1. filtering available resources according to users requirements; and 2. weighting phase - the filtered hosts are applied a cost function depending on the input tasks and then sorted from the best to the worst. When using OpenNebula framework [31], the default available scheduling is related to the allocation of VMs on hosts. It uses a Rank Policy for that purpose: the hosts not fulfilling VMs requirements (memory or CPU) are excluded; the remaining hosts are evaluated using a configurable rank function; VMs are allocated to hosts with higher rank [32].

The most used Cloud simulator is CloudSim [13, 33]. In CloudSim there are available default scheduling policies both for VMs allocation on hosts and for tasks allocation on processing elements. The simulator offers space-shared and time-shared policies for VMs and tasks provision and those two available policies may be used in every combination having different effects in tasks execution. A similar tool is iCanCloud - a flexible and scalable Cloud infrastructure simulator [34].

### 3. Proposed Model for HySARC² Algorithm

This section formally states the model we are going to use: we define two entities, *Tasks* and *Resources*, and describe their properties. We describe the steps of HySARC² algorithm and the scheduling heuristics used. The clustering model used by HySARC² represents the concept for our hybrid approach.

#### 3.1. Theoretical Model

*Task* represents a sequence of operations and is described by four parameters and the task set has the following formal description:

\[
\mathcal{T} = \{ T \mid T = (P^T_1, P^T_2, P^T_3, P^T_4) \}
\]

where

- \( P^T_1 \) is the CPU processing time needed by the job to complete on any resource;
- \( P^T_2 \) is the IO time representing the time needed to read the input data from disk before it can start processing;
- \( P^T_3 \) is the preemption flag (preemptive or non-preemptive);
\( P^T \) is the deadline.

The tasks from a set can be independent, with no restrictions imposed by other tasks for scheduling and execution phases, or can be modelled as DAGs (Directed Acyclic Graphs), where nodes represent computation and edges represent communication, data flow, between nodes.

In our model the task graph is represented by a DAG (Directed Acyclic Graph) as:

\[
G = G(V, E, w, ew_{n})
\]

where:

- \( V \) is a set of nodes. We will refer to the nodes using the \( n_1, n_2, \ldots \) notation; A node \( n_i \) encodes a task \( T_i \) and the graph \( G \) encodes a task set \( T \);
- \( E \) is a set of directed edges (dependencies), noted as \( e(n_i, n_j) \);
- \( w : V \rightarrow R^+ \) is a function that associates a weight \( w(n_i) \) to each node \( n_i \in V \); \( w(n_i) \) represents the execution time of the task \( T_i \), which is represented by the node \( n_i \) in \( V \);
- \( ew_{n} \) is a function \( ew_{n} : E \rightarrow R^+ \) that associates a weight to a directed edge; if \( n_i \) and \( n_j \) are two nodes in \( V \), then \( ew_{n}(n_i, n_j) \) denotes the inter-tasks communication time between \( T_i \) and \( T_j \) (the time needed for data transmission between processors that execute tasks \( T_i \) and \( T_j \)).

When two nodes are scheduled on the same resource \( R \), the cost of the connecting edge becomes zero. In this model a scheduling heuristic is considered efficient if the makespan (maximum execution time for any resource) is short and respects resource constrains, such as a limited number of processors, memory capacity, available disk space, etc. Many types of scheduling algorithms for DAGs are based on the list scheduling technique.

Each task has an assigned priority, and scheduling is done according to a list priority policy: select the node with the highest priority and assign it to a suitable machine. According to this policy, two attributes are used to assign priorities:

- \( t - level \) (top-level) for \( n_i \) is the weight of the longest path from the source node (the node that start the execution) to \( n_i \):
  \[
  t - level(n_i) = \max_{n_j \in pred(n_i)} \left( t - level(n_j) + w(n_j) + ew_{n}(n_j, n_i) \right)
  \]

- \( b - level \) (bottom-level) for \( n_i \) is the weight of the longest path from \( n_i \) to the exit node (the node that finish the execution):
  \[
  b - level(n_i) = w(n_i) + \max_{n_j \in succ(n_i)} \left( b - level(n_j) + ew_{n}(n_i, n_j) \right)
  \]

The time-complexity for computing \( t - level \) and \( b - level \) is \( O(|V| + |E|) \), so there are no penalties for the scheduling algorithms.

We can define the ALAP (As Late As Possible) attribute for a node \( n_i \) to measure how far the node’s start-time can be delayed without increasing the makespan. This attribute will have an
important role for load balancing constrains because it shows if we can delay the execution start of a task $T_i$:

$$ALAP(n_i) = \min_{n_{j \in succ(n_i)}} \left[ ALAP(n_j) - ew_{n_i}(n_i, n_j) \right] - w(n_i)$$ (5)

For a graph $\mathcal{G}$, the critical path ($CP$) is the weight of the longest path and it offers an upper limit for the scheduling cost. Algorithms based on $CP$ heuristics produce on average the best results. They take into consideration the critical path of the scheduled nodes at each step. However, these heuristics can result in a local optimum, failing to reach the optimal global solution [35]. The $t-level$ and the $b-level$ are bounded from above by the length of the critical path.

The Resource set has the following formal description:

$$\mathcal{R} = \{ R \mid R = (P_{R1}, P_{R2}) \}$$ (6)

where

- $P_{R1}$ is the precessing speed representing the time needed to execute an atomic operation;
- $P_{R2}$ is the IO speed representing the time needed by a machine to read/write a unit of data from the disk. In this model we consider both times to be equal. In practice the read time is less than write time.

Note that it is possible to develop a more complex model that still fits our needs. For example, other properties that can be considered as extension for resources are: parallel (single, uniform or unrelated processors) or dedicated processors, network topology. We are using throughout the paper the term ”cluster” of resources to denote a set of heterogeneous machines (VMs) that are connected in a network and can be viewed as a single system (an instance in public or private Cloud). This is the model of a datacenter, which is specific to Big Data or HPC processing.

3.2. HySARC$^2$ Architecture

HySARC$^2$ design considers a framework with the following modules: Monitoring Service, Analyzer and Scheduler (Fig. 1). The general flow of HySARC$^2$ is as follow. We consider as input a set of tasks ($T$ or $\mathcal{G}$). The resources from Cloud environment are monitored and grouped into clusters of resources. The tasks are allocated on the available resources according to different scheduling strategies used for each cluster of resources.

**Monitoring Service** module is designed as a background process. It finds the available resources and it is aware when a resource is added/removed to/from the system. The service monitors the resource characteristics and create the set (list) $\mathcal{R}$ of active resources. This set is used by the Analyzer module and Scheduler module without having to request information from the system each time an HySARC$^2$ algorithm instance is ran.

**Analyzer** module is used for clustering the resources and tasks according to user configuration or default predefined settings. We proposed the following behavior:

(a) the Analyzer supports user configuration. The user provides information about how many groups of tasks and resources should be created after the clustering phase. The default values are three clusters of resources (large, medium or small) and three clusters of tasks (CPU intensive, I/O intensive or mixed - both CPU and I/O intensive);
(b) next, the Analyzer gets the list of resources and properties from the Monitoring Service module, applies the clustering algorithm on the set of resources and labels each resource with the associated cluster (classification phase);
(c) the Analyzer receives the list of tasks and their properties from the user and applies the clustering algorithm. The tasks without dependencies are clustered as they are. For dependent task, we create clusters of DAGs by comparing them according with a "distance", which will be described in the next subsection;

(d) it provides to the Scheduler module the list of resource clusters and task clusters.

The **Scheduler** has the role of receiving input tasks and assign them to available resources. The Scheduler module workflow is:

1. The Scheduler receives the input tasks.
2. Next, the Scheduler sends the tasks to the Analyzer for clustering.
3. Further, the Scheduler receives from the Analyzer the clusters of tasks and available cluster of resources.
4. Finally, the Scheduler applies a hierarchical scheduling algorithm and send each task to the identified resource:
   A. the first step for scheduling a tasks cluster (a set of tasks) is assigning it to a cluster of resources.
B. after that, the set of tasks is scheduled using a classical algorithm specific to selected cluster of resources.

The novelty of HySARC algorithm is that different groups of resources are able to have different algorithms, more suitable for the resources and associated tasks properties, rather than to have a scheduling algorithm for all resources and tasks. This aspect deals with heterogeneous distributed computing environments, by finding the most suitable scheduling solution for a given context.

3.3. Clustering Proposal for HySARC

A clustering approach is going to be used for HySARC, the algorithm used being K-Means [36]. It is applied twice by the Analyzer module, once for the resources and once for the tasks. The abstract data input for K-Means algorithm is once, the available resources and second, the input tasks having different characteristics.

In order to apply K-Means algorithm, we must define the properties for tasks and resources taken into account by the clustering and also the “distance” between two elements in the set, as follow:

**Tasks**: estimated CPU processing time ($P_1^T$) and I/O operations time ($P_2^T$)

**Resources**: CPU processing power ($P_1^R$) and I/O operations speed ($P_2^R$)

The “distance” between two independent tasks or between two resources is necessary for identifying the “closest” cluster center. The “distance” highlights the similarity between entities.

We define the same distance for independent tasks and resources as follow:

1. normalize the values of parameters along the entire set of entities ($E$ denote a task or a resource). We define the normalized value for property $P_i^E$, where $i = 1, 2$ as:

   \[ \tilde{P}_i^E = \frac{P_i^E}{\sum K P_i^E} \]  

2. the normalized parameters are considered as coordinates, so the distance between entity $E_a$ and entity $E_b$ having the properties $P_1$ and $P_2$ is the Euclidean distance:

   \[ distance(E_a, E_b) = \sqrt{\left(\tilde{P}_{1,a} - \tilde{P}_{1,b}\right)^2 + \left(\tilde{P}_{2,a} - \tilde{P}_{2,b}\right)^2} \]  

For a DAG we identify the graph structure to compute the “distance” used by K-Means, and take into consideration granularity and CCR (Communication to Computation Ratio) to compare two different DAGs.

Granularity $g$ of a DAG $\mathcal{G}$ is defined as:

\[ g(\mathcal{G}) := g(\mathcal{G}(V, E, w, ew)) = \min_{x \in V} \left\{ \frac{w(x)}{\max_{x \in E} \{ ew_{x,i} \}} \right\} \]

Depending on granularity, $\mathcal{G}$ can be coarse grained (the computation dominates the communication) or fine grained (the communication dominates the computation), so I/O bound term is equivalent with fine-grained and CPU-bound term is equivalent with coarse-grained.
CCR (Communication to Computation Ratio) can be defined as the average edge weight divided by the average node weight. We can consider also the max function for CCR computation, so we proposed the following two definitions:

\[
CCR_s(G) := \frac{|V| \cdot \sum_{(x,i) \in E} ew_n(x,i)}{|E| \cdot \sum_{x \in V} w(x)},
\]

\[
CCR_m(G) := \frac{\max_{(x,i) \in E} \{ew_n(x,i)\}}{\max_{x \in V} \{w(x)\}}.
\]

CCR can help to judge the importance of communication in a task graph, which strongly determines the scheduling behavior. Based on CCR we classify task graphs in: CCR < 1 - fine grained graph, CCR ≈ 1 - mixed, and CCR > 1 - coarse grained graph.

Now, we can define the “distance” between two DAGs, \( G_a \) and \( G_b \), as:

\[
\text{distance}(G_a, G_b) = |CCR(G_a) - CCR(G_b)|.
\]

After the clustering phase is completed, we follow the actual scheduling of the resources for the input tasks, now grouped into clusters (see Fig. 2).

3.4. HySARC\textsuperscript{2} Scheduling Algorithm

The scheduling algorithm is applied by the Scheduler module in two steps:

**STEP 1**: associate groups of tasks with groups of resources, according to average parameters in tasks and resources groups. In other words, the clusters of tasks having a high average processing time required (“large” tasks) are assigned to resources with high computational capacity. The same reasoning applies to “small” tasks. For DAGs, coarse grained graphs...
are assigned to resources with high computational capacity and fine grained graph can be assigned to any type of clusters, considering that we have a homogeneous network infrastructure.

**STEP 2**: inside each group of resources run a specific scheduling algorithm in order to allocate the tasks/DAGs.

### 3.5. Scheduling Algorithms used by HySARC²

**Independent Tasks approach.** Given the fact that the tasks being processed by the scheduler are a set of independent tasks, we apply specific scheduling algorithms. The scheduler implements two scheduling algorithms for independent tasks, and alternates them in each cluster of resources, for analysis and comparison purposes:

1. **Shortest Job First (SJF)**: associates with a task, its estimated CPU processing time (“small” job means having a low processing time), and as soon a resource is available, it assigns on it the shortest task in the waiting list. In order to achieve this more efficiently, the list of tasks are sorted ascending after the CPU processing time (see Algorithm 1).
2. **Earliest Deadline First (EDF)**: associates with a task its deadline, and as soon a resource is available, it assigns on it the task with the nearest deadline in the waiting list. The tasks are kept into a priority list, the priorities are the inverse of the deadline, and the tasks with higher priority are scheduled sooner (see Algorithm 1).

*Algorithm 1 Earliest Deadline First (EDF) / Shortest Job First (SJF)*

```plaintext
1: procedure CLASSICAL_SCHEDULING(T, R)
2:   sort tasks in T:
3:     - descending after deadline (PTi) for EDF OR
4:     - ascending after CPU processing (PTi) time for SJF;
5: while T ≠ ∅ do
6:   if anyResourceAvailable(R) == true then
7:     R ← getRandomResourceAvailable(R);
8:     T ← popTask(T);
9:     execute T on R;
10: end if
11: end while
12: end procedure
```

We may observe that the difference between the two algorithms is how the tasks are being sorted in the waiting list. The list is being used as a stack.

**Tasks with dependencies - DAG.** There are several scheduling approaches based on list scheduling model:

1. **HLFET (Highest Level First with Estimated Times)** uses a hybrid approach of the list-based and level-based strategies. The algorithm schedules a task to a resource that allows the earliest start time [37].
2. CCF (Cluster ready Children First) is a dynamic scheduling algorithm based on lists. The graph is visited in topological order, and tasks are submitted as soon as scheduling decisions are taken. The algorithm assumes that when a task is submitted for execution it is inserted into the \texttt{RUNNING-QUEUE}. If a task is extracted from the \texttt{RUNNING-QUEUE}, all its successors are inserted into the \texttt{CHILDREN-QUEUE}. The running ends when the two queues are empty.

3. Hybrid Re-mapper PS (Minimum Partial Completion Time Static Priority) is a dynamic list scheduling algorithm specifically designed for heterogeneous environments. The set of tasks is partitioned into blocks so that tasks in a block do not have any data dependencies among them. Subsequently the blocks are executed one by one [38].

4. MCP (Modified Critical Path) - algorithm based on lists has two phases: the prioritization and selection of resources. Parameter used to prioritize nodes is ALAP (As Late As Possible) [39].

5. ETF (Earliest Time First) - algorithm based on keeping the processors as busy as possible. It computes, at each step, the earliest start times of all ready nodes and selects the one with the shortest start time.

We focus on Modified Critical Path (MCP) and Earliest Time First (ETF) because we are oriented towards high performance in the scheduling phase (see Alg. 2 and Alg. 3).

\begin{algorithm}[h]
\caption{Modified Critical Path (MCP) algorithm}
\begin{algorithmic}[1]
\Procedure{MCP}{$G, R$}
\For{each $n_i \in G$}
\State Compute the $ALAP(n_i)$;
\EndFor
\State Create a node list $L = \emptyset$;
\For{each node $n_i$}
\State Create a list $L_i = \emptyset$;
\State $L_i = L_i \cup \{(n_i, ALAP(n_i))\}$;
\State Sort $\text{succs}(n_i)$ in a descending order with respect to ALAP;
\For{all $n_j \in \text{succs}(n_i)$}
\State $L_i = L_i \cup \{(n_j, ALAP(n_j))\}$;
\EndFor
\State $L = L \cup L_i$;
\EndFor
\State Sort these lists ($L$) in an ascending lexicographical order;
\Repeat
\State Extract $L_1$ the first node in the node list $L$;
\State Schedule $L_1$ to a resource from $R$ that allows the earliest execution; \Comment{using the insertion approach;}
\State $L = L - L_1$; \Comment{Remove the node from the node list.}
\Until{$L = \emptyset$}
\EndProcedure
\end{algorithmic}
\end{algorithm}
Algorithm 3 Earliest Time First (ETF) algorithm

1: procedure ETF($G$, $R$)
2: for each $n_i \in G$ do
3: Calculate the static $b$−level($n_i$);
4: end for
5: $RN =$ entry nodes from $G$; $\triangleright$ the pool of ready nodes;
6: repeat
7: for each node $n_i \in RN$ do
8: Calculate the earliest-start-time($n_i$) on each resource in $R$;
9: end for
10: Pick the ($n_i$, $R$) that gives the earliest time;
11: $\triangleright$ using the non-insertion approach;
12: Ties are broken by selecting the node $n_i$ with a higher static $b$−level($n_i$);
13: Schedule the node to the corresponding resource;
14: Add the newly ready nodes to the $RN$;
15: until all nodes are scheduled
16: end procedure

4. Experimental Methodology and Results

One of the research challenges generally concerns the way in which multimedia information is gathered, analyzed, processed, represented and stored. We choose multimedia applications for test case scenarios because they consist in both independent tasks and tasks with dependencies (workflows). More, the multimedia applications are both CPU intensive (they process a large amount of data) and I/O intensive (they access remote data). Several examples for these type of applications are: the case of large-scale video streams, like the one coming from a border surveillance outpost, a critical natural disaster or a nuclear accident like the one at Fukushima in 2011, a very large wide-distributed company who would like to deal with various multimedia content like documents, charts, contracts, video recordings of meetings, plans, etc., a modern museum that offers high quality multimedia mobile devices to all the visitors as audio/video guides, etc.

For the test cases, we considered tasks and resources with various requirements, as support for heterogeneous distributed computing modeling. The characteristics of the processing elements are:

- MIPS: 200, 400, 500, 800, 1000, 2000, 4000, 5000, 8000, 10000;
- RAM dimension: 512, 1024, 2048, 4096, 8192, 16384;
- we vary also the total storage value, but the values are not relevant, because we consider that when a task executes, all data are available on local storage.

Using CloudSim [13], we generate a maximum number of 1000 tasks, 1000 Processing Elements (PE) and 10 Virtual Machines (VM) with different number of cores. In each simulation we vary the number of virtual machines from 1 to 10 and the number of processing elements from 10 to 1000. The resources configurations used in our experimental simulations are presented in Table 1.
Table 1: Resources configurations used in test scenarios.

<table>
<thead>
<tr>
<th>Test Scenario</th>
<th>No. of VMs</th>
<th>No. of PEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>200</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>500</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>750</td>
</tr>
</tbody>
</table>

4.1. Tasks and Resources Clustering Phase

We analyzed the Clustering Phase duration, along the above set of scenarios and for different grades of variability of the generated parameters (the parameters are in certain different grades similar or very different). In Fig. 3 we have the task clustering phase duration. In Fig. 4 we have the resource clustering phase duration. A large number of tasks produce an overhead and we can split the set of submitted tasks into multiple requests. For resource clustering we have similar times, so we can run periodically this procedure without any inconvenient. The overhead observed is justified because it slightly reduces the execution time.

4.2. Execution Time

We analyze the average execution time of tasks along a combination of scenarios using a certain configuration (5 virtual machines and 100 processing elements): (i) we test by using or not the clustering algorithm; (ii) we also test with or without the default scheduling algorithm inside clusters; (iii) the tests are taken for three clusters of resources and three clusters of tasks or four clusters of resources and four clusters of tasks. In Fig. 5 we present the results for initial CloudSim Scheduling, only clustering, clustering and SJF algorithm. The conclusion is that the clustering phase adds an overhead, but using a specialized scheduling algorithm we obtain a good improvement.

We built a DAG generator for testing the extension of the HySARC$^2$ for workflows. The DAG generator uses multiple parameters: minimum/maximum size for a node, minimum/maximum cost for an edge, the probability to have an edge between two random nodes. These parameters may be easily configured, so we can generate highly heterogeneous workflows, with different granularity and CCR values.

We analyzed a set of nine graphs: IO intensive (fine grained, $CCR > 1$), CPU intensive (coarse grained, $CCR < 1$) and also balanced (mixed, $CCR \approx 1$). All workflows are presented in Table 2. We used both ETF and MCP algorithms for scheduling, on resources with different IO and CPU characteristics and compared the results for each DAG.

All generated workflows consider many processing tasks (similar to multimedia filtering applications) - around 675 tasks with different dependence constraints, depending on the data locality (see Table 2). The use of workflows allows us to consider the modularization of the task space, scalability, advance decisions regarding data movement, incorporation of periodic tasks
Figure 3: Task clustering duration.

Table 2: Workflows characteristics used in test scenarios

<table>
<thead>
<tr>
<th>DAG Id</th>
<th>No Nodes</th>
<th>No Edges</th>
<th>CCR$_n$</th>
<th>CCR$_s$</th>
<th>Granularity</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>616</td>
<td>18635</td>
<td>0.250</td>
<td>0.139</td>
<td>3.957</td>
<td>coarse grained</td>
</tr>
<tr>
<td>2</td>
<td>628</td>
<td>19491</td>
<td>0.245</td>
<td>0.140</td>
<td>4.000</td>
<td>coarse grained</td>
</tr>
<tr>
<td>3</td>
<td>681</td>
<td>22505</td>
<td>0.250</td>
<td>0.142</td>
<td>3.958</td>
<td>coarse grained</td>
</tr>
<tr>
<td>4</td>
<td>686</td>
<td>22817</td>
<td>0.998</td>
<td>0.999</td>
<td>0.991</td>
<td>mixed</td>
</tr>
<tr>
<td>5</td>
<td>688</td>
<td>22954</td>
<td>0.998</td>
<td>0.998</td>
<td>0.998</td>
<td>mixed</td>
</tr>
<tr>
<td>6</td>
<td>707</td>
<td>24118</td>
<td>1.007</td>
<td>1.007</td>
<td>0.988</td>
<td>mixed</td>
</tr>
<tr>
<td>7</td>
<td>667</td>
<td>21637</td>
<td>3.654</td>
<td>6.602</td>
<td>0.029</td>
<td>fine grained</td>
</tr>
<tr>
<td>8</td>
<td>631</td>
<td>19539</td>
<td>3.640</td>
<td>6.615</td>
<td>0.031</td>
<td>fine grained</td>
</tr>
<tr>
<td>9</td>
<td>627</td>
<td>19202</td>
<td>3.769</td>
<td>6.780</td>
<td>0.029</td>
<td>fine grained</td>
</tr>
</tbody>
</table>

We used different types of resources for DAG scheduling and execution, both high performance CPU and IO resources. The DAGs considered in our experiments are the ones described above, in Table 2. As shown in the results of our experiments (see Fig. 6 and Fig. 7), the execution time has the same profile for both types of resources (High Performance IO resources or High Performance CPU resources). The difference is that the execution time decreases 4 times.
on high performance CPU resources. Also, the test scenarios 7, 8 and 9 are for fine grained task graphs and have better results than scenarios 1-7, this being justified by the uniform modelling of communication networks at a higher speed.

4.3. Scalability

We analyze the scalability of HySARC\textsuperscript{2} compared to the default CloudSim scheduling and a classical scheduling algorithm (SJF or EDF). We observe the average execution time for scheduling and execution of 800 tasks, along the entire above set of scenarios for resources configuration (we consider a variable number of virtual machines and processing elements). Also, the resources have variable values for the generated parameters -computational and IO characteristics- therefore the simulated environment is a heterogeneous one. In Fig. 8 we have the average execution time for initial CloudSim scheduling, for clustering and one of the two scheduling algorithms (SJF or EDF). We can conclude that by adding HySARC\textsuperscript{2} in a specific Cloud environment the scalability is preserved.

5. HySARC\textsuperscript{2} integration in real Cloud platforms

HySARC\textsuperscript{2} was developed as a distinct entity inside the CloudSim environment, therefore the proposed architecture is modular and could be integrated in a real Cloud platform. The main components of our architecture are highlighted as follow:

- The Monitoring Service maintains the information regarding the existing resources;
• The Analyzer performs the clustering phase previous to the actual scheduling;
• The Scheduler applies different scheduling algorithms specific to each cluster of tasks.

The integration of HySARC\textsuperscript{2} in OpenStack consists in two main steps:

• integrate the Monitoring Service and
• integrate the Analyzer and the Scheduler.

The Monitoring Service may be deployed as a daemon on the provider system, gathering information about existing resources at system start up, and receive notifications each time a modification occurs in the resource configuration (a resource is added, removed or updated).

In order to integrate the new scheduling logic, we can start from the implementation of the Nova Filter Scheduler. We should extend the Scheduler class in nova.* package and override schedule run instance and select destinations methods, by implementing our approach.

6. Conclusion

An extension to the HySARC\textsuperscript{2} scheduling algorithm is proposed in this paper. Our approach considers clustering of the available resources and received tasks, before the phase of resource allocation. For tasks with no dependencies we proposed a metric to compare them in the clustering

Figure 5: Execution time comparison (simulation time/steps) for independent tasks.
phase. For workflows, we compute CCR (Communication for Computation Ratio) and granularity. The proposed algorithm is based on traditional scheduling algorithms. We used Shortest Job First and Earliest Deadline First algorithms for independent tasks, and Earliest Time First and Modified Critical Path algorithms for DAGs. Clustering of resources and tasks along with computing DAG specific parameters bring efficiency to the scheduling, even these pre-processing steps of tasks and resources introduce a certain overhead. As shown in the experimental results, the overhead justifies itself because it slightly reduces the processing time.

Overall, this paper has the following contributions: it proposes a hybrid approach for tasks scheduling in HDC considering both tasks and resources clustering; our hybrid scheduling model is based on using different scheduling strategies, selected by taking into consideration both the heterogeneity of computing resources, and application tasks and/or flows; it provides a model for adaptive and dynamic clustering considering the abstract modelling of HDC resources; it extends CloudSim to consider these approaches and integrates four scheduling strategies.

For future work we will consider the scheduling algorithms that inspect the dynamic behaviour of the resources and algorithms that allow tasks to be preempted according to a given priority and dynamically adapt the scheduling algorithm [40].
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